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As a starting point, the problem approximation or estimation of high di-
mensional multivariate distributions by products of lower dimensional dis-
tributions is introduced and analyzed. We consider the problem as a reverse
I-projection, [3], (defined in terms of a Kullback distance) of the high dimen-
sional multivariate distribution to an approximating structure. We shall fist
rewrite the pertinent Kullback distance in terms of a set of mutual informa-
tions that only depends on the lower dimensional distributions.

For example, Bayesian networks provide an approximation that is a signi-
ficant simplification of a joint distribution, as the approximating distribution
is factorized according to an acyclic and directed graph. The statistical lear-
ning problem is that of finding from i.i.d. samples the structure or topology
of the graph. There are a number of approaches to this problem [4]. Many
of these invoke mutual information and other concepts of information theory
frequently used in all applications of statistical learning [5].

When the approximating structure is a tree, the work in [1] established
an effective method for maximum likelihood estimation of the probability
distribution from i.i.d. samples. The method hinges upon the interpretation
of maximum likelihood estimation as a reverse I-projection of an empirical
distribution. In fact the algorithm reduces maximum likelihood estimation
to solving a maximum spanning tree problem, with mutual informations as
weights, as will be shown.

It will also be shown that there is a property of of almost sure asymptotic
consistency for the maximum likelihood estimate. Then we shall study certain
recent results from [6] finding the exponential rate of convergence of the
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maximum likelihood estimation using the technique of large deviations and
error exponents. The possibilities of extending these error exponents to other
structures than trees will be touched upon.

Finally, we shall discuss a Bayesian predictive version of the likelihood fun-
ction in the Chow-Liu theory, and demonstrate its applications to supervised,
see [2], and unsupervised learning.
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