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Abstract
.
If, say, for each t ≥ 0 we are given a set, usually a bounded set, Kt in Rd, then

we are given a set-valued function. One can think of it as a tube of variable shape,
which evolves along the t-axis.

Examples are plentiful. A tea pot along its vertical axis, or along any other
axis for this matter, defines a set-valued function. In obvious notations, any set of
the form B ∩ {T < t} is a set-valued function. We, however, rarely speak about
set-valued analysis in probability theory (with some notable exceptions like [1], [2],
[9]) and so far – never in statistics.

In Lecture 1 we start with general description of the problem and heuristic
approach to the notion of “fold-up” derivatives of set-valued functions. Our first
question will be this: if Nn is, say, Poisson point process in Rd with intensity n, and
if Kt → K0 when t → 0, then what will be the limit of Nn(Kt4K0), when n →∞
and t → 0 simultaneously? Will it be a random variable which “lives” on the bound-
ary ∂K0 of the set K0? The answer is “no”. We will come to the conclusion that
the limit should “live” on the so-called “generalized normal bundle” of differential
geometry. Here and below our reference to the general geometric objects will be [11].

In Lecture 2 we will introduce and explain the use of further geometric objects,
like the “local Steiner formula” and support measures. Then we will define the fold-
up derivatives and show their basic properties (see [4]). In particular, we hope to
discuss the relationship of this derivative with the theory of generalized functions.
Although the final formulation is still to be written properly, we hope to show that
fold-up derivatives lead to finer classification of the generalized functions than the
existing theory.

In Lecture 3 we will discuss our motivational example: the change-set problem of
statistics. Its basic formulation is as follows. Suppose we are given an i.i.d. sequence
of observations (Xi, Yi)

n
i=1, where Xi ∈ Rd are “locations”, and Yi are corresponding

“marks”, measured at these locations. Suppose there is a set, K, which we call
“change-set”, such that the distribution of Yi given Xi ∈ K is different from its
distribution when Xi 6∈ K. This K is the parameter of interest and we want to esti-
mate it or to test hypothesis about it. We will discuss also some other formulations
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of the change-set problem and the results there which are relevant to our topic (see
[5], [6], [7], [10]. In Lecture 3 – no differentiation.

We know that contiguity theory is a statistical theory on how to detect “small
changes” in the parameter, or how to distinguish between hypothesis and its “local”
alternaitves. The theory is developed for the problems where the parameter of
interest is a vector or a function – these are objects which can be nicely imbedded in
a “good” linear spaces. Sets do not enjoy this property. True that one can identify
a set with its indicator function, but as we would show earlier in Lecture 2, this will
not help us much. In Lecture 4 we will discuss how the notion of fold-up derivatives
helps to build more or less complete analogue of the contiguity theory when the
parameter is a set (references here are [3] and [8]).
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